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True/False. Please circle **TRUE** if the statement is always true, or **FALSE** if it fails in at least one example. You do not need to justify your answer, and I will not read what you write in the spaces below.

(a) Let $F$ be a field, and $E \subset F$ a subfield. Then $F$ can be regarded as a vector space over $E$ (with + and $\cdot$ the field operations).

(b) For any subset $S \subset \mathbb{R}$, the set

$$W_S = \left\{ f(x) \in \mathcal{F}un(\mathbb{R}, \mathbb{R}) \mid f(s) = 0 \text{ for each } s \in S \right\}$$

is a subspace of $\mathcal{F}un(\mathbb{R}, \mathbb{R})$.

(c) The function $T : \mathcal{P}ol(F) \to \mathcal{P}ol(F)$ defined by $T(p(x)) = x + p(x)$ is a linear transformation.

(d) Subsets of linearly dependent sets are linearly dependent.

(e) An infinite-dimensional vector space can have both finite-dimensional subspaces and infinite-dimensional subspaces.
Please answer three of the following five questions. The questions are repeated, with space for your answers, on the following pages. On the cover sheet, please circle the problems you would like us to grade. If you do not circle any problems on the cover sheet, we will grade the first three problems you have started to answer.

**Question 1. Subspaces.**

(a) Give the definition of a **subspace** of a vector space $V$ (over a field $F$).

(b) Let $F$ be a field, $M_{2 \times 2}(F)$ the vector space of $2 \times 2$ matrices with entries in $F$, and

$$W_\varepsilon = \left\{ \begin{bmatrix} \alpha & \beta \\ \gamma & \delta \end{bmatrix} \in M_{2 \times 2}(F) \bigg| \alpha + \delta = \varepsilon \right\}.$$  

Show that $W_\varepsilon$ is a subspace of $M_{2 \times 2}(F)$ if and only if $\varepsilon = 0$.

**Question 2. Linear dependence.**

(a) Give the definition of a **linearly dependent** set of vectors in a vector space $V$.

(b) Consider the vector space $V = \mathcal{F}un(\mathbb{R}, \mathbb{R})$ of real-valued functions over the field $F = \mathbb{R}$. Determine whether the functions $f(x) = \sin(x)$ and $g(x) = \sin(2x)$ are linearly dependent.

**Question 3. Dimension.**

(a) Give the definition of the **dimension** of a vector space $V$ over a field $F$.

(b) Let $U, V$ and $W$ be finite-dimensional vector spaces over $F$, and $S : U \to V$ and $T : V \to W$ linear transformations. Show that $\dim(\operatorname{Im}(T \circ S)) \leq \dim(\operatorname{Im}(T))$.

**Question 4. Kernel.**

(a) Give the definition of the **kernel** of a linear transformation.

(b) Suppose that $T : V \to V$ is linear. Prove that $T^2 = T \circ T$ is the zero transformation if and only if $\operatorname{Im}(T) \subset \ker(T)$.

**Question 5. Equivalence relations.**

(a) Give the definition of an **equivalence relation** on a set $S$.

(b) Fix a positive integer $n$. Prove that the relation, “congruence modulo $n$” is an equivalence relation on the set of integers $\mathbb{Z}$. 
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Definition 1. A field is a set $\mathbb{F}$ together with two binary operations\(^1\) $+$ and $\cdot$ which satisfy

1. For every $\alpha, \beta \in \mathbb{F}$, $\alpha + \beta = \beta + \alpha$ and $\alpha \cdot \beta = \beta \cdot \alpha$.
2. For every $\alpha, \beta, \gamma \in \mathbb{F}$, $\alpha + (\beta + \gamma) = (\alpha + \beta) + \gamma$ and $\alpha \cdot (\beta \cdot \gamma) = (\alpha \cdot \beta) \cdot \gamma$.
3. There is an element $0 \in \mathbb{F}$ satisfying $0 + \alpha = \alpha$ for every $\alpha \in \mathbb{F}$.
4. There is an element $1 \in \mathbb{F}$ satisfying $1 \cdot \alpha = \alpha$ for every $\alpha \in \mathbb{F}$.
5. For each $\alpha \in \mathbb{F}$, there exists an element $-\alpha$ so that $\alpha + (-\alpha) = 0$.
6. For each non-zero $\alpha \in \mathbb{F}$, there exists an element $\alpha^{-1}$ so that $\alpha \cdot \alpha^{-1} = 1$.

Definition 2. A vector space over a field $\mathbb{F}$ is a set $V$ together with two operations\(^2\) $+ : V \times V \to V$ and $\cdot : \mathbb{F} \times V \to V$ which satisfy

1. For every $u, v \in V$, $u + v = v + u$.
2. For every $u, v, w \in V$, $(u + v) + w = v + (u + w)$.
3. There is a unique element $\vec{0} \in V$ satisfying $\vec{0} + v = v$ for all $v \in V$.
4. For each $v \in V$, there exists an element $(-v) \in V$ satisfying $v + (-v) = \vec{0}$.
5. For each $\alpha \in \mathbb{F}$ and $u, v \in V$, $\alpha \cdot (u + v) = \alpha \cdot u + \alpha \cdot v$.
6. For each $\alpha, \beta \in \mathbb{F}$ and $v \in V$, $(\alpha + \beta) \cdot v = \alpha \cdot v + \beta \cdot v$.
7. For each $\alpha, \beta \in \mathbb{F}$ and $v \in V$, $(\alpha \cdot \beta) \cdot v = \alpha \cdot (\beta \cdot v)$.
8. For each $v \in V$, $1 \cdot v = v$.

\(^1\)Saying that $+$ and $\cdot$ are binary operations implicitly assumes that they are well-defined, and that the sum and product of two elements of $\mathbb{F}$ is again in $\mathbb{F}$.

\(^2\)Saying that $+$ and $\cdot$ are binary operations implicitly assumes that they are well-defined, and that the sum and scalar product is again a vector in $V$. 
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