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Summary: It is shown that a nonparametric model of independent non identically distributed observations on the unit interval can be approximated, in the sense of L1-Cam’s $\Delta$-distance, by a bivariate Gaussian white noise model. The parameter space is a smoothness class of conditional densities uniformly bounded away from zero on the unit square. The proof is based on coupling of likelihood processes via a functional Hungarian construction of the sequential empirical process and the Kiefer–Müller process.

1 Introduction and main result

In the asymptotic theory of experiments, regression models have served as a prime example, along with i.i.d. models. With regard to local Gaussian limits involving an $n^{-1/2}$ renormalization rate, the most general theory for nonparametric regression has been worked out by Millar in 1982 [11]. Millar’s neighborhoods and limit experiments for regression are an analog of the theory for the empirical distribution function in the i.i.d. case. It is well known however that local Gaussian limits over $n^{-1/2}$-sized parametric neighborhoods are insufficient to treat many nonparametric function estimation problems, and should be replaced by global approximations in terms of Le Cam’s $\Delta$-distance. The first such approximation, or asymptotic equivalence, in a truly nonparametric model (after a result by Le Cam about Poisson experiments in [10]) was obtained by Brown and Low [1] for a Gaussian regression model. This regression result gave rise to the corresponding conjecture for the nonparametric i.i.d. case which was subsequently confirmed in [12]. The methodology of the latter paper, i.e. coupling of likelihood processes, then allowed to treat nonparametric regression also in the non-Gaussian case (Grama and Neuhaus [5, 6]). The purpose of the present paper is to extend the result of [12] to the case of independent but non identically distributed (i.n.i.d.) observations on the
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unit interval. Assume that \( h(t) \) is a family of probability densities on \([0, 1]\) indexed by \( s \in [0, 1] \). We observe independent data \( X_{si}, i = 1, \ldots, n \) such that \( X_{si} \) has density \( h_{si} \). If \( h_{si} \) does not depend on the index \( s \), i.e., \( h_{si} = h_{s0} \) then we recover the identically distributed case of [12] where under smoothness and boundedness conditions on \( h_{s0} \) an approximation in \( \Delta \)-distance by the white noise model

\[
dy(t) = h_{s0}(t) \, dt + \frac{1}{2} \mu^{-1/2} \, dW_t, \quad t \in [0, 1]
\]

was established. Below we will show (cf. Theorem 1.1) that this result extends to the nonidentically distributed case, in the sense that \( h_{s0} \) fulfills a joint smoothness condition in \( s \) and \( t \) and is bounded away from \( 0 \) then the accompanying Gaussian experiment is

\[
dy(s, t) = h_{s0}^{-1/2}(s) \, ds dt + \frac{1}{2} \mu^{-1/2} \, dW(s, t), \quad (s, t) \in [0, 1]^2
\]

where \( W \) is a two-dimensional Brownian sheet.

In Grama and Nussbaum [6] asymptotic equivalence to a Gaussian experiment is proved for a related model of i.i.d. observations: for a fixed (known) parametric family of densities \( f_s, \theta \in \Theta \), observations \( X_{si} \) have density \( f_{s0}(x) \) where \( g \) is an unknown smooth regression function on \([0, 1]\). Thus formally we also have a family of densities \( h_{s0}(t) = f_{s0}(t) \), but this is a narrower class since it is not given solely in terms of smoothness conditions in the two variables \((s, t)\). The model in [6] is closer to a semiparametric one since \( f_s, \theta \in \Theta \) is a known parametric family. On the other hand, in [6] the \( X_{si} \) need not take values in the unit interval and can be discrete.

Let us also briefly discuss the general setup of Miller [11] who aims at local limit experiments. The starting point there is also a parametric family of densities \( f_s, \theta \in \Theta \) combined with a regression function \( g \) on \([0, 1]\) such that \( X_{si} \) has density \( f_{s0}(x) \). However the perturbation neighborhoods for the \( \Delta \)-result there are not in terms of the regression function \( g \) but they also account for nonparametric deviations from the model \( f_s, \theta \in \Theta \). This general limit experiment theory for regression indeed suggests that smoothness conditions on the function of two variables \( h(t, s) \) enable an asymptotic equivalence result.

To be precise, we write \( h(s, t) \) for \( h_{s0} \) where \( h_{s0} \) is a family of Lebesgue densities on \([0, 1]\). For functions \( g \) on \([0, 1]\) and for any \( \alpha \in (0, 1) \) define a Hölder semi-norm by

\[
[g]^{C^\alpha} := \sup_{x \neq y} \frac{|g(x) - g(y)|}{|x - y|^\alpha}
\]

where the supremum is taken over all \( x \in [0, 1]^2, y \in [0, 1]^2 \) such that \( x \neq y \). We also denote \([g]^{C^\alpha} \) with \( \|g\|_{C^\alpha} \) where \( \|g\|_{C^\alpha} = \sup_{x \neq y} |g(x) - g(y)| \) is a multi-norm where \( B_0 = N \cup \{0\} \), let \( \zeta = (\zeta_1, \zeta_2) \in \mathbb{N}_0^2 \) denote a multi-index where \( B_0 = N \cup \{0\} \), let \( \zeta = (\zeta_1, \zeta_2) \in \mathbb{N}_0^2 \) denote a multi-index where \( B_0 = N \cup \{0\} \), let \( \zeta = (\zeta_1, \zeta_2) \in \mathbb{N}_0^2 \) denote a multi-index where

\[
[g]^{C^\alpha} := \sum_{\zeta \in \mathbb{N}_0^2} \|D_1^{\zeta_1} \, g\|_{C^{\alpha - \zeta_1}} + \sum_{\zeta \in \mathbb{N}_0^2} \|D_2^{\zeta_2} \, g\|_{C^{\alpha - \zeta_2}}
\]
and for any \( M > 0 \) consider a Hölder smoothness class on \([0, 1]^2\)

\[ C^\alpha(M) := \{ f : \| f \|_{C^\alpha} \leq M \}. \]

Furthermore, we will require that densities \( h(s, \cdot) \) are uniformly bounded away from 0.

For \( \epsilon > 0 \) consider a set of continuous functions on \([0, 1]^2\)

\[ \mathcal{F}_{\mathcal{E}_x} := \{ h : h(s, t) \geq \epsilon, \forall (s, t) \in [0, 1]^2, \int_{0}^{1} h(s, t) dt = 1, \forall x \in [0, 1] \}. \]

We write \( X \sim f \) if the random variable \( X \) has a Lebesgue density \( f \). For a given parameter space \( \Sigma \subset \mathcal{F}_{\mathcal{E}_x} \), consider the two experiments indexed by \( h \in \Sigma \)

\[ E_x : \quad X_1, \ldots, X_n \text{ independent}, \quad X_n \sim h(i/n, \cdot), \]

\[ F_n : \quad dY(s, t) = h^{1/2}(s, t) dt - \frac{1}{2} h^{-1/2} dW(s, r), \quad (s, t) \in [0, 1]^2. \]

**Theorem 1.3** For \( M > 0, 0 < \epsilon < 1 \) and \( \alpha > 3 \), let \( \Sigma \subset C^\alpha(M) \cap \mathcal{F}_{\mathcal{E}_x} \). Then we have

\[ \lim_{n \to \infty} \Delta(\mathcal{E}_x, F_n) = 0, \]

i.e. the experiments \( \mathcal{E}_x \) and \( F_n \) are asymptotically equivalent.

**Remark 1.2** Similarly to the approach in [12], the proof is based on coupling of likelihood processes via a functional Hungarian construction. In this construction (Theorem 4.3 below) the sequential empirical process and the Kiefer–Müller process replace the empirical process and the Brownian bridge which figure in the i.i.d. case; cf. Kolchinskii [9] for the respective coupling result. Theorem 4.3 below also generalizes one aspect of the functional Hungarian construction for the partial sum process (Gralla and Nussbaum [7]) which was used for the likelihood processes in [6].

**Remark 1.3** The smoothness condition \( \alpha > 3 \) appears not to be optimal; since \( \alpha > 1/2 \) is a sharp condition in the i.i.d. case for Hölder smoothness on the unit interval (Brown and Zhang [7]), it can be conjectured that \( \alpha > 1 \) is a minimal condition on the unit square. A proof that \( \alpha > 1 \) is necessary for the present smoothness classes \( C^\alpha(M) \) can be found in [8]. The reason for our gap in terms of \( \alpha \) is that in the i.i.d. case, there seems to be no obvious analog of the technique applied in [12] where the empirical process was first approximated by a Poisson process with a convenient independence structure on the sample space. In the present paper, we are only using the a priori independence of the data \( X_n, i = 1, \ldots, n \). Note that in the i.i.d. case, an alternative to Poissonization has recently been found by Carter [4] who applied a multiresolution scheme for Gaussian approximation of multinomial experiments.

**Remark 1.4** Consider i.i.d. observations \( Z_1, \ldots, Z_n \) on the unit square distributed as \( Z \sim (X, S) \) where \( S \) is uniform on \([0, 1]\) and conditionally on \( X \) \( X \sim h(S, \cdot) \). This represents the "random design" analog of the present model; the result of Brown et
al. [2] for Gaussian regression with random design suggests that the above white noise experiment $F_k$ is still asymptotically equivalent. More generally, it can be conjectured that the white noise approximation with signal $h^{1/2}$ is valid for $i.i.d.$ bivariate observations having smooth density $h$.

Remark 1.5 The Gaussian approximations of Millar [1] and Grama and Nussbaum [6] apply to the important case of the location type regression model where $Y_i = f(t_i - g(t_i/n))$, $f$ is a density on the real line and $g$ is a regression fraction. This model is not covered by our results since the conditional densities $h(s, \cdot)$ all have support $[0, 1]$ and are bounded away from 0. Indeed the corresponding problem for the i.i.d. case (to include location families in the nonparametric density class in [12]) is still open.

2 The local approximation

We will prove Theorem 1.1 by localizing the parameter space. Let $y_h := n^{-1/6}(\log n)^{-5}$ and for some fixed $h_0 \in \Sigma$, let $\Sigma_h(h_0)$ be defined as follows:

$$\Sigma_h(h_0) := \{ h \in \Sigma : \| D_t^h h - D_t^h h_0 \|_{\infty} \leq y_h \forall |z| \leq 1 \}$$

( where $z \in \mathbb{N}_0^2$ and $|z| = z_1 + z_2$).

Remark 2.1 The quantity $y_h$ is the minimax rate of convergence (up to logarithmic factors) for an estimator of a first order derivative of the function $h$, provided the function is Hölder continuous with smoothness $s$. To that extent, $\Sigma_h(h_0)$ is of minimal size such that an estimator for $h_0$ (for a true $h_0$) lies in that vicinity, with high probability as $n \to \infty$.

Consider now the following localized experiments:

$$E_{t,h}(h_0) := (X_{1t}, \ldots, X_{nt}) \text{ independent, } X_{it} \sim h(t/n, \cdot), \quad h \in \Sigma_h(h_0)$$

$$E_{t,h}(h_0) := D_0(\xi) = (h_{t,h_0}(t/n, \cdot) - \int_0^1 \lambda_{t,h_0}(t/n, \cdot) ds) dt + dW(t), \quad h \in \Sigma_h(h_0),

\quad t \in [0,1], i = 1, \ldots, n$$

where $W_1, \ldots, W_n$ are independent Brownian motions and

$$\lambda_{t,h_0}(t, \cdot) := \log \left( \frac{1}{P_0} P_0^{-1}(t, \cdot) \right),$$

where $P_0^{-1}(t, \cdot)$ is the inverse mapping of

$$t \mapsto P_0(t, \cdot) = \int_0^t h_0(s, \cdot) ds.$$

Theorem 2.2 For the previously defined experiments we have

$$\lim_{n \to \infty} \Delta(E_{t,h}(h_0), E_{t,h}(h_0)) = 0$$

uniformly over $h_0 \in \Sigma$. 
The main tool for proving this result will be the following well know inequality, where we assume to have versions of the likelihood processes $\Lambda_t(\theta)$ of experiment $E_t$ on some common probability space:

**Fact 2.3**

$$\Delta(E_0, E_1) \leq \sup_{\theta \in \Theta} \mathbb{E} \left| \Lambda_t(\theta) - \Lambda_t(\theta_0) \right|$$

(Cf. [12, p. 2604]).

**Remark 2.4** The likelihood processes have the properties of densities since

i) $\Lambda_t(\theta) \geq 0$

ii) $\mathbb{E} \Lambda_t(\theta) = 1$.

Thus the squared Hellinger distance between likelihood processes can be defined by

$$H^2(\Lambda_t(\theta), \Lambda_t(\theta_0)) = \mathbb{E} \left| \frac{\Lambda_t(\theta)}{\Lambda_t(\theta_0)} - \frac{\Lambda_t(\theta_0)}{\Lambda_t(\theta)} \right|^2$$

and since the $L^1$-distance $\mathbb{E} \left| \Lambda_t(\theta) - \Lambda_t(\theta_0) \right|$ is bounded by the Hellinger distance from above, we obtain

$$\Delta^2(E_0, E_1) \leq \sup_{\theta \in \Theta} (\mathbb{E} \left| \Lambda_t(\theta) - \Lambda_t(\theta_0) \right|)$$

$$\leq \sup_{\theta \in \Theta} H^2(\Lambda_t(\theta), \Lambda_t(\theta_0)).$$

Furthermore we need the following well-known equalities for computing the Hellinger distance.

**Fact 2.5** Let $P_t$ be the probability measures on $(\mathbb{C}^0, \mathcal{B}_{\mathbb{C}^0}, \mu)$ that are induced by the distributions of the stochastic processes $Y_t$ where

$$dY_t(i) = g_i(t)dt + \sigma dW_t$$

$\sigma > 0$ and $g_1, g_2 \in L^2([0, 1], \lambda)$. Then

$$H^2(P_1, P_2) = 2 \left( 1 - \exp \left( -\frac{1}{\|g_1 - g_2\|^2} \right) \right).$$

Furthermore, a similar statement holds for the Brownian sheet:

**Fact 2.6** Let $P_t$ be the probability measures on $(\mathbb{C}^0, \mathcal{B}_{\mathbb{C}^0}, \mu)$ that are induced by the distributions of the stochastic processes $Y_t$ where

$$dY_t(i, t) = g_i(t, dY_t) + \sigma dW_t$$

$\sigma > 0$ and $g_1, g_2 \in L^2([0, 1]^2, \lambda^2)$. Then

$$H^2(P_1, P_2) = 2 \left( 1 - \exp \left( -\frac{1}{\|g_1 - g_2\|^2} \right) \right).$$
The likelihood processes of factorized experiments bound the Hellinger distance of the product processes due to the following lemma:

**Lemma 2.7** Let \( P_1, \ldots, P_n \) and \( Q_1, \ldots, Q_n \) be probability measures. Then, for the product measures \( P^* := \otimes_{i=1}^n P_i \) and \( Q^* := \otimes_{i=1}^n Q_i \):

\[
H^2(P^*, Q^*) \leq 2 \sum_{i=1}^n H^2(P_i, Q_i).
\]

**Proof:** [13, Lemma 2.19]. □

Due to Fact 2.3 we can now bound the \( \Delta \)-distance of experiments \( E_{\lambda_n}(h_0) \) and \( E_{\lambda_n}(h_0) \) from above by constructing versions of their likelihood processes on some common probability space such that these processes are close to each other. The likelihood processes can be easily computed. Let \( \Lambda_{\lambda_n}(h, h_0) \) be the likelihood process of \( E_{\lambda_n}(h_0) \), then

\[
\Lambda_{\lambda_n}(h, h_0) = \exp \left[ n^{1/2} \tilde{G}_n(\lambda_n, h_0) + \sum_{i=1}^n \int_0^1 \lambda_n(\theta, h_0, h_0) \, d\theta \right]
\]

(2.1)

where

\[
\tilde{G}_n(\theta, t) := \frac{1}{\sqrt{n}} \sum_{i=1}^n \lambda(\theta, t(z_i) - \theta)
\]

is the sequential empirical process. The \( z_i \) are i.i.d. uniform \([0, 1]\) random variables and \( 1_A \) is the indicator function of set \( A \); furthermore, for \( f \in L^1([0, 1]^2, \lambda^2) \), define

\[
\tilde{G}_n(f) := \int_{[0,1]^2} f \, d\tilde{G}_n.
\]

For the Gaussian experiment \( E_{\Lambda_n}(h_0) \) the likelihood process is the following:

\[
\Lambda_{\Lambda_n}(h, h_0) = \exp \left( K_n(\lambda_n, h_0) - \frac{1}{2} \sum_{i=1}^n \text{Var}(\lambda_n(h_0(i/n, z_i))) \right).
\]

(2.2)

Again, \( z_1, \ldots, z_n \) i.i.d. \( \sim U[0, 1] \) and

\[
K_n(\theta, t) := \sum_{i=1}^n B_n(t)
\]

is a discretized version of the Kiefer–Müller process, the \( R_n \) are independent Brownian bridges and \( K_n(f) \) is the stochastic integral over \( f \) with respect to the process \( K_n \).

**Remark 2.8** We could now use Theorem 4.3 in order to define versions of the likelihood processes \( \Lambda_{\lambda_n} \) and \( \Lambda_{\lambda_n} \), for which we could estimate the Hellinger distance. However,
this would not lead to the desired result. The reason is that the coupling result 4.3 is applied in an optimal way only if the rate of convergence of the parameter space $\Sigma(h_0)$ is the inverse of the square root of the number of observations in each experiment.

We will therefore split the experiments $E_{x,s}(h_0)$ and $E_{x,t}(h_0)$ into smaller factors for which this assumption is fulfilled. These doubly localized experiments will be defined by taking only a fraction of the observations of the original experiment (cp. Definition 4.4). This idea was already applied in Nussbaum [12] and Germán and Nussbaum [5]. As a consequence, the likelihood processes of experiments $E_{x,i}(h_0)$ ($j = 0, 1$) are the products of the individual likelihood processes of the doubly localized experiments respectively. Theorem 4.3 will then be used to construct versions of the likelihood processes of these doubly localized experiments. Thus we constructed the processes by decomposing them into independent factors and applying the Hungarian construction to each factor.

We finally obtain the following estimate of the Hellyinger distance:

**Lemma 2.9** There are versions $A_{x,s}(h, h_0)$ and $A_{x,t}(h, h_0)$ of the likelihood processes of experiments $E_{x,s}(h_0)$ and $E_{x,t}(h_0)$ on some common probability space, such that

$$\sup_{h \in \Sigma(h_0)} \sup_{r \in [0, T]} H^2(A_{x,s}(h, h_0), A_{x,t}(h, h_0)) \to 0$$

holds for $n \to \infty$, where $H^2(\cdot, \cdot)$ is the Hellyinger distance.

This lemma leads directly to the proof of Theorem 2.2 by invoking Remark 2.4. In order to prove Theorem 1.1, we need asymptotic equivalence of $E_{x,s}(h_0)$ to a Gaussian experiment which does not depend explicitly on the center $h_0$ of the parameter space. Otherwise it will not be possible to globalize the equivalence result. The next theorem states local asymptotic equivalence of $E_{x,s}(h_0)$ to four other Gaussian experiments, one of which does not depend on $h_0$.

**Theorem 2.10** Consider the following experiments:

- $E_{x,s}(h_0)$: $dy(t) = h - h_0t + W_1(t)dt + \frac{1}{2}W_2(t)dt$
- $E_{x,t}(h_0)$: $dy(t) = \left(h^{1/2} - h_0^{1/2}\right) / \sqrt{n} dt + \frac{1}{2} W_3(t)$

(Let $t \in [0, T], i = 1, \ldots, n$ and $W_i$ are independent Brownian motions and $h \in \Sigma(h_0)$.)

- $E_{x,a}(h_0)$: $dy(s, t) = \log \left(h(s, P_0^{-1}(s, t))dt + \frac{1}{n}\right) dW(s, t)$
- $E_{x,b}(h_0)$: $dy(s, t) = h^{1/2}(t)dt + \frac{1}{\sqrt{n}} dW(s, t)$

(Let $s, t \in [0, 1]^2$, $h \in \Sigma(h_0)$ and $W$ be a two-dimensional Brownian sheet.) Then, each of these experiments is asymptotically equivalent to $E_{x,s}(h_0)$, uniformly over $h_0 \in \Sigma$:
Together with Theorem 2.2 and the triangle inequality for the $\Delta$-distance, we proved a local version of Theorem 1.1:

**Corollary 2.11** Uniformly over $h_0 \in \Sigma$, we have

$$\lim_{n \to \infty} \Delta(E_{0,n}(h_0), F_{n}(h_0)) = 0.$$  

**Remark 2.12** Experience $F_{n}(h_0)$ no longer depends on $h_0$. The reason for this is that in experiment $E_{\lambda, n}(h_0)$ one can omit the term $h_0^{1/2}$ in the observations without changing the equivalence class of the experiment. Function $h_0$ is an a priori known parameter and therefore we can transform the observed data by adding the integral over $h_0^{1/2}(1/n, \cdot)$ to the $i$th observation.

### 3 Globalization of the results

Corollary 2.11 is somewhat unsatisfactory since in practice one cannot assume to have such prior knowledge on the function $h$. However, we can globalize this result following the ideas that are described in detail in Nussbaum [12, sec. 9, p. 2425]. The proofs of the equivalence results (c.f. Equations (3.1) and (3.2)) work exactly as in [12, p. 2425] using the properties of the estimators of Lemmas 3.1 and 3.2.

We will proceed as follows: first of all, split the observations of $E_n$ into two sets of the same size. With the first set of observations we will construct an estimator $\hat{h}_0$ for $h$. Then we define a new experiment $F_{n}^0$, which is almost the same as $E_n$ but where the second set of observations in $E_n$ is replaced by its "locally asymptotic equivalent" set of observations from $F_{n}$. If the estimator $\hat{h}_0$ fulfills a certain optimality criterion (namely, Lemma 3.1), then one can show that $E_n$ and $F_{n}^0$ are asymptotically equivalent. Lemma 3.1 states that the estimator $\hat{h}_0$ is asymptotically, with probability tending to one, an element of the set $\Sigma(h)$ - uniformly over $k \in \Sigma$. For this reason the radius $\gamma_k$ of the set $\Sigma_k(h)$ should not tend to zero faster than the smallest rate of convergence for an estimator of $h$. We will then apply this procedure again to $F_{n}^0$ in order to replace the first set of observations by its "asymptotically equivalent set". Again, we need an estimator for $h$ which is derived from the second part of the observations in $F_{n}^0$ and which has to fulfill the same optimality criterion (Lemma 3.2).

More precisely, we have:

**Lemma 3.1** Let $N_n = \lceil n/2 \rceil$. Then there exist a sequence of estimators $\hat{h}_0$ in $E_{\gamma_{n}}(h_0)$ that depend only on the observations $\gamma_{n}; i = 1, \ldots, N_n$ and for which

$$\inf_{\hat{h}_0 \in \Sigma(h)} \text{P}_{n}(\hat{h}_0 \in \Sigma(h)) \to 1$$

(as $n \to \infty$) holds. Without loss of generality we can assume that this estimator takes values only in the finite set $\Sigma_{0,n} \subset \Sigma$. 

We will now define a compound experiment $F^n_\mathcal{P}$ with the following independent observations:

$$\{\{y_{ij}; i = 1, \ldots, N_n, j = 1, \ldots, n\}, (\sigma(s, t); s, t \in [0,1])\}$$

where the $y_{ij}$ are independent with densities $y_j \sim h(j/n, \cdot)$; $\sigma(s, t)$ is given by

$$dy_j(s, t) = h^{1/2}(s, t)dsdt + \frac{1}{2}(n - N_n)^{-1/2}dW(s, t),$$

and $h \in \Sigma$. For the previously defined experiments we have:

$$\lim_{n \to \infty} \Delta(E_n, F^n_\mathcal{P}) = 0.$$  

(3.1)

**Lemma 3.2** In $F^n_\mathcal{P}$ there exists an estimator $\hat{h}_n$, depending only on the observations $(\sigma(s, t); s, t \in [0,1])$, such that

$$\inf_{h \in \Sigma} P_{n, h}(\hat{h}_n \in \Sigma_n(h)) \to 1$$

as $n \to \infty$. We may assume again that $\hat{h}_n$ takes only finitely many values in the set $\Sigma$.

**Remark 3.3** Lemmas 3.1 and 3.2 can be proved via standard wavelet estimators. Details of the proof of these lemmas can be found in [8, p. 51]. As already mentioned, the diameter of the localized parameter space equals the minimax rate of convergence (up to some logarithmic factor) for the estimation of a first order derivative of a Hölder continuous function on the unit square with smoothness $\alpha = 3$ (which is exactly the lower bound of the smoothness for which our result (Theorem 1.1) holds). In general, this rate is (up to logarithmic factors)

$$n^{-\alpha/(2d/2 + \alpha)}$$

where $\alpha$ is the smoothness of the functions and $d$ is the order of the derivative that one wants to estimate. Computing this to the minimax rate for functions on the unit interval we see, that the “effective smoothness” for functions on the unit square is $\alpha/2$. This leads to the conjecture that a sharp bound for the smoothness parameter in Theorem 1.1 is $\alpha > 1$, since for densities on the unit interval $\alpha > 1/2$ is a sharp bound for a similar equivalence result (cp. [11], Theorem 1.1).

With this lemma we can prove Theorem 1.1 similarly to the last theorem. Consider the compound experiment $\mathcal{E}_n^\mathcal{R}$ where one observes

$$\{\{y_j(s, t), \sigma(s, t); s, t \in [0,1]\},$$

where $h \in \Sigma$ and

$$dy_j(s, t) = h^{1/2}(s, t)dsdt + \frac{1}{2}(n - N_n)^{-1/2}dW(s, t)$$
\[ dy_2(s,t) = h^{1/2}(s,t) dW_1(t) + \frac{1}{2} h^{1/2} dW_2(s,t) \]

holds. \((W_1, W_2)\) are independent Brownian sheets. Similarly to Equation (3.1) we have
\[ \lim_{n \to \infty} \Delta(F_n^x, F_n^y) = 0. \quad (3.2) \]

By applying a sufficiency argument we see that \(F_n^x\) is equivalent to a model where we observe \(n\) i.i.d. stochastic processes, each of which is distributed according to
\[ d\gamma(t) = h^{1/2}(s,t) dW_1(t) + \frac{1}{2} dW_2(s,t) \]

By the same sufficiency argument as before, this experiment is equivalent to \(F_n\) which finally proves Theorem 1.1.

4 Proofs of Lemma 2.9 and Theorem 2.10

4.1 Coupling of likelihood processes

Remark 4.1 In this section we will often prove existence of absolute, positive constants. By this we mean that these constants depend only on the quantities \(M, \epsilon\) and \(a\) from Theorem 3.1 and thus hold uniformly over the set \( \Sigma \).

The main tool of the proof of asymptotic equivalence of the previously described doubly-approximated experiments is the following theorem on a coupling of the Kiefer-Müller process and the sequential empirical process. Its proof is rather long and technical; we refer to the thesis [10] for more details.

Definition 4.2 For \(g \in L^2([0,1], \lambda), \delta > 0\) let
\[ a_2^2(g, \delta) := \sup_{0 \leq t \leq 1} \int_{[t-\delta, t] \cap [0,1]} (g(t) - g(t+\xi))^2 d\lambda. \]

For \(f \in L^2([0,1], \lambda^2), \delta_1, \delta_2 > 0\) let
\[ a_1^2(f, \delta_1, \delta_2) := \sup_{0 \leq b_1 \leq 1} \int_{[b_1, b_1+\delta_1]} \int_{[b_1, b_1+\delta_2]} (f(u, v) - f(u + \xi_1, v + \xi_2))^2 d\lambda d\lambda. \]
\[ a_2^2(f, \delta_1, \delta_2) := \sup_{0 \leq b_1 \leq 1} \int_{[b_1, b_1+\delta_1]} \int_{[b_1, b_1+\delta_2]} (f(u, v) - f(u + \xi_1, v + \xi_2))^2 d\lambda d\lambda. \]

For the two definitions we assume that a sum equals zero if its index runs from 0 to \(-1\). (This convention is left in force throughout the paper.)
where
\[ n_1 = 2^{k_1}, \quad n_2 = 2^{k_2}, \quad \ldots, \quad n_m = 2^{k_m} \]
and \( n = n_1 + \cdots + n_m \).
For \( r \in \{1, \ldots, m\} \) let
\[ M_r(y) := \max \left\{ \frac{\log_2 \left( \frac{y}{n_r} \right)}{2}, 0 \right\} \]
and \( M = (M_1, \ldots, M_m) \).

The following result holds:

**Theorem 4.3** There is a probability space and for all \( n \in \mathbb{N} \) there exist versions of the processes \( \hat{G}_n \) and \( R_n \) on that space such that for all \( x, y \geq 0 \) and \( F \subseteq L^2([0, 1]^2, \lambda^2) \) where \( \|F\|_2 \leq 1 \) for all \( f \in F \) and \( \|F\|_2 \leq \infty \) holds, we have
\[
P \left( n^{1/2} \left| \frac{\partial}{\partial t} \hat{G}_n(f) - n^{-1/2} R_n(f) \right| \right) \\
\leq D \left( \left( A + B r^{1/2} + C \log n \right) R_M(F) \right) \\
\leq D \left( \left( A + B r^{1/2} + C \log n \right) R_M(F) \right) \\
\leq D \left( \left( A + B r^{1/2} + C \log n \right) R_M(F) \right)
\]

where \( A, B, C, D, E \) and \( G \) are positive, absolute constants and \( R_M(F) = \|R_M(f)\|_F \) and \( 1 - \|F\| = \max_{f \in F} \|f\|_1 \).

In this section we will prove Lemma 2.9. Because of Remark 2.8 we will split the experiments \( R_{\psi, \psi}(\cdot) \) and \( E_{\psi, \psi}(\cdot) \) into products of experiments, in which we have less observation than in the original ones.
More precisely, let \( k_n \sim n^{1/2} (\log n)^{-1/2} \) and let \( n_0 \in \mathbb{N} \) be such that \( k_n \geq 1 \) holds. For \( n \geq n_0 \) consider

\[
\Delta_k := \frac{1}{k} \left( \sum_{l=1}^{k-1} \frac{1}{l} \right), \quad k = 1, \ldots, [k_n],
\]

where \( n_k := \# \Delta_k \). Then it follows \( n_k \sim (n/k_n)^{1/2} \) and for each \( k \in \{1, \ldots, [k_n]\} \) we have \( n_k^{1/2} \leq \frac{1}{c_3} n \). Consider the doubly localized experiments

**Definition 4.4**

\[
E_{\Lambda_k}(\delta) := \{ y_i/n \in A_i \}, \quad y_i \sim i.n.d., \quad y_i \sim \delta(i/n, \cdot),
\]

\[
E_{\Lambda_k}(\delta) := \{ y_i(0) \in [0, 1], y_i \sim h(i/n, \cdot),
\]

\[
dy_i(0) = \left( \lambda_{\Lambda_k}(i/n, 0) - \int_0^1 \lambda_{\Lambda_k}(i/n, x) dx \right) \, dW_i(U).
\]

\( W_1, \ldots, W_n \) are again independent Brownian motions, \( k \in \{1, \ldots, [k_n]\} \) and \( h \in \mathcal{S}_n(\delta) \).

Let \((\Lambda_k, h, h_0)_{h \in \mathcal{S}_n(\delta)} (j = 0, 1)\) be the likelihood processes of these experiments. Because of the independence structure, we have \( \mathbb{E}_{\Lambda_k}(\delta) \equiv E_{\Lambda_k}(\delta), j = 0, 1 \) where for experiments \( E_j = (\Omega_j, A_j, (P_{\theta, \delta} \in \Theta)) (j = 1, \ldots, k) \), the product is defined as follows:

\[
\bigotimes_{j=1}^k E_j := \left( \bigotimes_{j=1}^k \Omega_j, \bigotimes_{j=1}^k A_j, \left\{ \bigotimes_{j=1}^k P_{\theta, \delta} \in \Theta \right\} \right).
\]

As already mentioned, we will use Theorem 4.3 to construct the likelihood processes of \( E_{\Lambda_k}(\delta) \) and \( E_{\Lambda_k}(\delta) \) on a common probability space. In this way we obtain a construction of the likelihood processes of \( E_{\Lambda_k}(\delta) \) and \( E_{\Lambda_k}(\delta) \), since these are the products of the independent processes of the previous experiments. The coupling has the desired approximation quality so we can estimate the Hellinger distance of \( E_{\Lambda_k}(\delta) \) and \( E_{\Lambda_k}(\delta) \) in order to prove Lemma 2.9.

The following lemma is the crucial step of the proof of asymptotic equivalence. The Hungarian construction (i.e. Theorem 4.3) will be used here.

**Lemma 4.5** There exists a constant \( K > 0 \) on the probability space of Theorem 4.3 there exist versions \( E_{\Lambda_k}(\delta) \) of the likelihood processes of experiments \( E_{\Lambda_k}(\delta) \) such that for all \( n \in \mathbb{N} \) and all \( k \in \{1, \ldots, [k_n]\} \) we have

\[
\sup_{k \in \{1, \ldots, [k_n]\}} \sup_{\delta \in \mathcal{S}_n(\delta)} \mathbb{H}^2(\Lambda_k, \Lambda_k(h, \delta), \Lambda_k(\delta, \delta), h) \leq K(\sigma_n)^{-1/2} (\log n)^{1/2}.
\]
Proof: With the mapping
\[ a_k : \Delta_k \rightarrow [0, 1] \]
\[ t \rightarrow \frac{\sum_{i=1}^{n} x_i}{n} + \frac{t - 1}{n} \]
and the definition \( \lambda_{k,h_0}(t, \xi) := \lambda_{k,h_0}(\xi(t), t) \) we can write the likelihood processes of experiments \( E_{0_1,k}(h_0) \) and \( E_{1_1,k}(h_0) \) as follows (cp. Equations (2.1) and (2.2)): \[
\Lambda_{0_1,k}(h_0) = \exp \left( \frac{1}{2} \tilde{D}_{\Lambda_k}(\lambda_{k,h_0}, \lambda_{0_1,k}) + \sum_{i=1}^{n} \int_0^1 \lambda_{k,h_0}(t/i(n_i, h_0)) dt \right) \tag{4.1}
\]
and
\[
\Lambda_{1_1,k}(h_0) = \exp \left( K_{\Lambda_k}(\lambda_{k,h_0}, \xi) - \frac{1}{2} \sum_{i=1}^{n} \text{Var}(\lambda_{k,h_0}(i/n_i, z_i)) \right) \tag{4.2}
\]
where the \( z_i \) are i.i.d. random variables on the unit interval.

For the construction of these processes we now use our coupling result. Therefore, we set in Theorem 4.3
\[
\mathcal{F} := \left\{ \frac{\lambda_{k,h_0}(t/n_i, z_i)}{D_{0_1,k}(\lambda_{k,h_0}, \xi)} \right\}
\]
The first task is to estimate the term \( R_{\mathcal{F}}(\lambda_{k,h_0}, \xi) \) (cp. Definition 4.2).

The following lemma holds for functions \( \lambda_{k,h_0} \) as well as \( \lambda_{k,h_0} \), indeed they differ only by the linear transformation \( a_k \) and, therefore, they have the same smoothness properties. Thus we write \( \lambda_{k,h_0}^2 \) meaning \( \lambda_{k,h_0^2} \) as well as \( \lambda_{k,h_0} \). The proof follows easily from the smoothness of the functions.

Lemma 4.6 There is a constant \( K_1 > 0 \) such that
\[
\sup_{h_0 \in E_{0_1,k}} \sup_{h_0 \in E_{1_1,k}} K_{\Lambda_k}^2(\lambda_{k,h_0}, \lambda_{k,h_0}) \leq K_1 n^{-2} (\log n)^2.
\]
Because of \( n_i^{1/2} \leq \frac{n_i}{2} \) we can increase the diameter of the localized parameter space to \( \tilde{D}_{\Lambda_k} := \sqrt{2} n_i^{-1/2} \). By substituting \( n_i \) by \( n \) we end up with the experiments \( E_{0_1,k}(h_0) \) and \( E_{1_1,k}(h_0) \) where the same objects as in \( E_{0_1}(h_0) \) and \( E_{1_1}(h_0) \) respectively are observed. \( \xi \) bound for the Hellinger distance of the likelihood processes of these experiments is obviously (in view of the enlargement of the parameter space and the substitution) also a bound for the likelihood processes of \( E_{0_1,k}(h_0) \) and \( E_{1_1,k}(h_0) \) for all \( k \). Therefore, in order to prove Lemma 4.5 we show that for \( \xi \)-valued \( \Lambda_{0_1,k}(h_0) \) and \( \Lambda_{1_1,k}(h, h_0) \) of the likelihood processes of experiments \( E_{0_1,k}(h_0) \) and \( E_{1_1,k}(h_0) \) it holds
\[
\frac{\sup_{h_0 \in E_{0_1,k}} \sup_{h_0 \in E_{1_1,k}} H^2(\Lambda_{0_1,k}(h_0), \Lambda_{1_1,k}(h, h_0))}{\Lambda_{0_1,k}(h_0, h_0)} \leq K n^{-1} (\log n)^n \quad \forall n \in \mathbb{N} \tag{4.3}
\]
for a constant \( K > 0 \) and for all \( n \in \mathbb{N} \). Obviously, Lemma 4.5 follows directly from this inequality.
Proof of Inequality (4.3): For simplicity of notation, we write $\lambda$ instead of $\lambda_{h_0,b}$. From Theorem 4.3 with the choice $\mathcal{F} = \left\{ \frac{x}{n} \right\}$ we get for all $x, y \geq 0$

$$D(\exp(-Gx) + n \exp(-Gy)) \geq P\left( n^{1/2} \tilde{G}_n(\frac{x}{n}) - n^{-1/2} K_0(\frac{x}{n}) \right)$$

$$\geq (\log n)^2 \left[ A x + B (x^{1/2} + C) (\log n)^3 R_0(\frac{x}{n}) \right]$$

$$= P\left( n^{1/2} \tilde{G}_n(\lambda) - n^{-1/2} K_0(\lambda) \right)$$

$$\geq (\log n)^2 \left[ A \lambda + B (\lambda^{1/2} + C) (\log n)^3 R_0(\lambda) \right]$$

$$\geq P\left( n^{1/2} \tilde{G}_n(\lambda) - n^{-1/2} K_0(\lambda) \right)$$

$$\geq (\log n)^2 \left[ A \lambda + B (\lambda^{1/2} + C) (\log n)^3 D_0(\lambda) \right].$$

(By the bound $R_0(\lambda) \leq D_0(\log n)^{3/2}$ and $|\lambda|_{L_0} \leq D_0(\lambda_0)$.)

Now we choose

$$y = G^{-1}(x + \log n),$$

(4.4)

thus we get $i) \exp(-Gy) = \exp(-(x + \log n) - 1)$ and $ii) x^{1/2} y^{1/2} \leq E_0 \log n$ (for an absolute constant $E_0 > 0$ and only for $x \geq 1$ and $y \geq 3$).

For all $x \geq 1$, $n \geq 3$ and $G_0 = \min\{1, G\}$ we therefore have

$$2 D(\exp(-Gx)) \geq P\left( n^{1/2} \tilde{G}_n(\lambda) - n^{-1/2} K_0(\lambda) \right) \geq (\log n)^3 h_0 \tilde{G}_n$$

(4.5)

(where $F = A + B\epsilon + C\epsilon_0$). Recall the likelihood processes of experiments $\tilde{E}_{0,h_0}(h_0)$ and $\tilde{E}_{1,h_0}(h_0)$:

$$\tilde{\Lambda}_{0,h_0}(h_0, h_0) = \exp\left( n^{1/2} \tilde{G}_n(\lambda) + \frac{1}{2} \sum_{i=1}^{n} \lambda_i (\tilde{z}_i, \tilde{z}_i) \right),$$

$$\tilde{\Lambda}_{1,h_0}(h_0, h_0) = \exp\left( K_0(\lambda) + \frac{1}{2} \sum_{i=1}^{n} \text{Var}(\lambda_i), \tilde{z}_i) \right).$$

(Where the $\lambda_i$s are i.i.d. random variables on the unit interval.) Furthermore, we consider the following process

$$\tilde{\Lambda}_{h_0}(h_0, h_0) \approx \tilde{\Lambda}_{0,h_0}(h_0, h_0) + \sum_{i=1}^{n} \lambda_i (\tilde{z}_i, \tilde{z}_i).$$

Although this is not a likelihood process of any experiment (as its expectation is not equal to 1), we can compute its Hetlinger distance to the previous processes. We will proceed as follows: There exists a constant $K_1 > 0$, such that uniformly over $h$ and $h_0$ we have

$$H^2(\tilde{\Lambda}_{0,h_0}(h_0, h_0), \tilde{\Lambda}_{h_0}(h_0, h_0)) \leq K_1 n^{-1}(\log n)^{18} \quad \forall n \in \mathbb{N}. \quad (4.6)$$
As we also have $H(\tilde{A}_{n,m}, \tilde{A}_{m,n}) \leq H(\tilde{A}_{n,m}, \tilde{A}_{0,n})$, inequality (4.3) follows immediately from the triangle inequality.

Consider the space $L^2(\Omega, A, P)$ of real-valued random variables. Let $H(\tilde{A}_{n,m}, \tilde{A}_{1,n})$ be the distance between $(\tilde{A}_{n,m})^{1/2}$ and $(\tilde{A}_{1,n})^{1/2}$ in that space. Because of

$$ (\tilde{A}_{1,n})^{1/2} = (\tilde{A}_{n,m})^{1/2}(E(\tilde{A}_{n,m}))^{-1/2}, $$

$\tilde{A}_{1,n}$ is the orthogonal projection of $\tilde{A}_{n,m}$ on the unit sphere. Therefore, $(\tilde{A}_{1,n})^{1/2}$ is the element on the unit sphere that has the smallest distance to $\tilde{A}_{n,m}$, and thus we get

$$ H(\tilde{A}_{n,m}, \tilde{A}_{1,n}) \leq H(\tilde{A}_{n,m}, \tilde{A}_{0,n}). $$

**Proof of Inequality (4.6):** Let $u_n = 2(\log n)^{\gamma}(\xi_{y_0}/\tilde{y}_0)$ (with the constants from Inequality (4.5)). We define the event

$$ A := \{ \| \mathbf{w}^{1/2} \mathbf{G}_e(\mathbf{h}) - \mathbf{K}_e(\mathbf{h}) \| < u_n \} $$

and we split the expectation

$$ H^2(\tilde{A}_{0,n}, \tilde{A}_{n,m}) = E_1[(\tilde{A}_{0,n})^{1/2} - (\tilde{A}_{n,m})^{1/2}]^2 $$

$$ = E_1[1(\tilde{A}_{0,n})^{1/2} - (\tilde{A}_{n,m})^{1/2}]^2 + E_1[G(\tilde{A}_{0,n})^{1/2} - (\tilde{A}_{n,m})^{1/2}]^2 $$

$$ =: I_1 + I_2. $$

(From now on, we will omit the parameters $h$ and $h_0$ in the notation.)

Estimation of $I_1$: By a change of measure, we get

$$ I_1 = E_1[1((\tilde{A}_{0,n})^{1/2} - 1)^2] \leq \mathbb{E}_m(E(\tilde{A}_{0,n})^{1/2} - 1)^2 $$

(whose $dP_{0,n} = \tilde{A}_{0,n,0}dP$). Now we have

$$ \left( \frac{\tilde{A}_{0,n}}{\bar{A}_{0,n}} \right)^{1/2} - 1 = \exp \left( \frac{d(\tilde{A}_{0,n})}{2} \mathbf{G}_e(\mathbf{h}) \right) - 1. $$

On the event $A$ it holds

$$ \| \mathbf{w}^{1/2} \mathbf{G}_e(\mathbf{h}) - \mathbf{K}_e(\mathbf{h}) \| < u_n. $$

For all $n \in \mathbb{N}$ we have therefore on the event $A$

$$ \left( \frac{\tilde{A}_{0,n}}{\bar{A}_{0,n}} \right)^{1/2} - 1 \leq C_n^2, $$

and thus

$$ I_1 \leq C_n^2 \mathbb{E}_m(\overline{\mathbf{G}_e})^2 \mathbb{E}_m(\log n)^{18} = 2Km^{-1}(\log n)^{18}. $$
Estimation of $I_2$:

$$I_2 = E_1 \{ (\tilde{\lambda}_{a,n} - \tilde{\lambda}_{a,n}^2)^2 \} \leq E_1 \{ (\tilde{\lambda}_{a,n} + \tilde{\lambda}_{a,n}) - \tilde{\lambda}_{a,n}^2 \}$$

$$\leq (E(A^T)E(\tilde{\lambda}_{a,n})^2)^1/2 + (E(A^T)E(\tilde{\lambda}_{a,n})^2)^1/2$$

(from the Cauchy–Schwarz inequality). There is a constant $K > 0$ such that

a) $E[\tilde{\lambda}_{a,n}^2] \leq K$

b) $E[\tilde{\lambda}_{a,n}^2] \leq K$.

a) For $z_i : \{i.i.d.\} \sim U[0,1]$:

$$E(\tilde{\lambda}_{a,n})^2 = E \left \{ 2 \sum_{i=1}^n \lambda(i/n, z_i) \right \} = \bar{n} E \{ 2\lambda(i/n, z_i) \}$$

and

$$E(\tilde{\lambda}_{a,n})^2 = \int_0^1 \int_0^1 \varphi(t)^2 dt = 1 + \int_0^1 \varphi(t)^2 dt.$$

(4.7) (for $\varphi(t) = \varphi(i/n, t)$), since $\int_0^1 \varphi(t) dt = 1$. Because of $|\lambda(i/n, t)| \leq K_0\gamma_k$ we get directly

$$\varphi(t) - 1)^2 \leq K_1(\gamma_k)^2$$

and thus we get $E(\tilde{\lambda}_{a,n})^2 \leq (1 + \frac{K_0}{K_1})^2 \leq 2\exp(K_1) =: K$.

b) Because of $K_a(\cdot) \sim N(0, \sum_{i=1}^n \text{Var}(\lambda(i/n, z_i)))$ it follows:

$$E(\tilde{\lambda}_{a,n})^2 = \exp \left \{ 2 \sum_{i=1}^n \text{Var}(\lambda(i/n, z_i)) \right \}$$

$$\Rightarrow E(\tilde{\lambda}_{a,n})^2 = \exp \left \{ 2 \sum_{i=1}^n \text{Var}(\lambda(i/n, z_i)) \right \}$$

$$\Rightarrow E(\tilde{\lambda}_{a,n})^2 = \exp \left \{ \sum_{i=1}^n \text{Var}(\lambda(i/n, z_i)) \right \} = \exp \left \{ \sum_{i=1}^n \text{Var}(\lambda(i/n, z_i)) \right \}.$$

Furthermore we have $\text{Var}(\lambda(i/n, z_i)) \leq \|L\|_p^2 \leq K_0(\gamma_k)^2 = K_0n^{-1}$, such that

$$E(\tilde{\lambda}_{a,n})^2 \leq \exp (K_0n^{-1})^2 = \exp(K_1) =: K_2.$$

From $\tilde{\lambda}_{a,n} = \tilde{\lambda}_{a,n} E(\tilde{\lambda}_{a,n})$, we get

$$E(\tilde{\lambda}_{a,n}^2) = E(\tilde{\lambda}_{a,n})^2 (E(\tilde{\lambda}_{a,n})^2).$$
The proof of b) follows from
\begin{align*}
E \Delta \mathbf{n} &= E \exp(K_n(\lambda)) \exp \left( \sum_{n=1}^\infty \int_0^1 \lambda i/n, t \, dt \right) \\
&\leq \exp \left( \frac{\sum_{n=1}^\infty}{2} \sum_{n=1}^\infty \mathbb{V}(\lambda i/n, z_n) \right) \frac{\sum_{n=1}^\infty}{\prod_{n=1}^\infty} \exp \left( 2\lambda i/n, t \, dt \right)^{1/2} \\
&\leq K_0 \mathbb{P}(\lambda < \infty) \leq 2K_1 \mathbb{P}(\lambda < \infty)
\end{align*}

And i) follows easily:
\begin{align*}
I_2 &\leq \left( \mathbb{P}(\lambda < \infty) \mathbb{E}(\mathbf{\Delta} \mathbf{n})^2 \right)^{1/2} + \left( \mathbb{P}(\lambda < \infty) \mathbb{E}(\mathbf{\Delta} \mathbf{n})^2 \right)^{1/2} \\
&\leq K
\end{align*}

In inequality (4.5) we set \( x_n = \frac{2 \log x_n}{x_n} \) and we get \( \mathbb{P}(\lambda < 1) \leq Lm^{-2} \) and thus, \( (4.6) \) follows.

Note that inequality (4.5) \( \pi \geq 3 \) and \( x \geq 1 \) are assumed and fulfilled here. Finally, we proved Lemma 4.5.

Lemma 4.5 leads us directly to Lemma 2.9:

**Proof:** From Lemma 2.7 it follows that for all \( h \in \Sigma \) and \( n \in \mathbb{N} \) we have
\begin{align*}
&\sup_{h \in \Sigma} \sum_{h_0 \in \Sigma} H^2 \left( \Lambda_n^a(h, h_0), \Lambda_n^a(h, h_0) \right) \\
&\leq 2 \sup_{h \in \Sigma} \left( \sum_{h_0 \in \Sigma} H^2 \left( \Lambda_n^a(h, h_0), \Lambda_n^a(h, h_0) \right) \right) \\
&\leq K \left( \log n \right) n^{-2}
\end{align*}

(from Lemma 4.5 for a \( k \in \{1, \ldots, |k| \} \)). We had
\[
n_k = \# \left\{ i/n : i/n \in \left[ \frac{b-1}{|k|}, \frac{k}{|k|} \right] \right\}
\]
and thus we get for all \( k \in \{1, \ldots, |k| \} \) and \( n \) large enough,
\[
\tau_k \geq \frac{1}{2} \frac{n}{|k|} = \frac{n}{2|k|} = \frac{1}{2^n - 2}.
\]
Thus we have \( n_k^{-1} \leq 2y_k^2 \) and
\[
\sup_{k \in \Sigma} \sup_{s \in \Sigma, h_0(h)} H^2 \left( \Lambda^*_n(h, h_0), \Lambda^*_n(h, h_0) \right) \leq 2K\alpha y_k^2 (\log n)^{18}
\]
\[
= 2K\alpha y_k^2 (\log n)^{18} = 2K (\log n)^{-20} (\log n)^{18} = 2K (\log n)^{-2} \to 0
\]
for \( n \to \infty \), which finally proves Lemma 2.9.

\[\square\]

### 4.2 Further local approximations for the experiment \( E_{1,n}(h_0) \)

In this section, we will prove Theorem 2.10. In addition to the experiments already introduced, let
\[
E^\alpha_{2,n}(h_0) :\quad dy_1(t) = \left( \frac{1}{y_0} - 1 \right) (i/n, P_0^{-1}(i/n, t)) dt + dW_1(t)
\]
\[
E^\alpha_{3,n}(h_0) :\quad dy_2(t) = 2 \left( \frac{1}{y_0} - 1 \right) (i/n, P_0^{-1}(i/n, t)) dt + dW_2(t)
\]
\[
E^\alpha_{4,n}(h_0) :\quad dy_3(t) = \frac{1}{y_0} (i/n, P_0^{-1}(i/n, t)) dt + n^{-1/2} dW_3(s, t)
\]
where \( t \in [0, 1], s, t \in [0, 1]^2, i = 1, \ldots, n \); furthermore, \( W_1, \ldots, W_n \) are independent Brownian motions, \( W \) is a two-dimensional Brownian sheet and for each experiment let \( h \in \Sigma_n(h_0) \).

**Lemma 4.7** For \( i = 2, 3 \) we have
\[
\Delta \left( E^{\alpha}_{2,n}(h_0), E^{\alpha}_{3,n}(h_0) \right) = 0.
\]
This can be easily shown as the transformations
\[
W^*_i(t) := \int_0^t y_0^{-1/2} (i/n, s) dt dW_i \circ \rho_t(i/n, s)
\]
are also independent Brownian motions.

**Proof of Theorem 2.10:** In view of Lemma 4.7 and the triangle inequality it suffices to prove that uniformly over \( h_0 \in \Sigma \) the following hold:
\[
\Delta \left( E_{1,n}(h_0), E^\alpha_{2,n}(h_0) \right) \to 0 \quad (4.8)
\]
\[
\Delta \left( E_{1,n}(h_0), E^\alpha_{3,n}(h_0) \right) \to 0 \quad (4.9)
\]
\[
\Delta \left( E_{2,n}(h_0), E^\alpha_{4,n}(h_0) \right) \to 0 \quad (4.10)
\]
\[
\Delta \left( E_{3,n}(h_0), E^\alpha_{4,n}(h_0) \right) \to 0 \quad (4.11)
\]
for \( n \to \infty \).

**Proof of Relation (4.8):** In the sequel we omit the subscript of the function \( \lambda_{\alpha,h_0} \). With Facts 2.3 and 2.5 and Lemma 2.7 we have...
\[ \Delta F_{\theta}(h_0) \leq \sup_{\xi \in \Theta_{\theta}} \mathbb{E}^F \left( F_{\theta}(\xi, h_0) \right) \]
\[ \leq \sum_{i=1}^{n} \left( 1 - \exp \left[ -\frac{1}{\theta} \mathbb{E} [\ell(i, n, \cdot)] - \int_{0}^{1} \lambda(i, n, s) ds \right] \right)^{\frac{1}{\theta}} \left( \frac{h}{h_0} - 1 \right) \left( i(n, P_0^{-1}(i/n, \cdot)) \right)^{\frac{1}{\theta}}. \]

Consider the Taylor expansion of the logarithm

\[ \log(1 + (x - 1)) = x - 1 - \frac{1}{2} \theta (x - 1)^2 \]

for some \( \theta \in [0, 1] \). For \( x := \mathbb{E} [\lambda(i, n, P_0^{-1}(i/n, \cdot))] \), we get

\[ \lambda(i, n, \cdot) = \mathbb{E} \left[ \frac{h}{h_0} - 1 \right] (i(n, P_0^{-1}(i/n, \cdot)) - \frac{1}{\theta} \left( \frac{h}{h_0} - 1 \right) (i(n, P_0^{-1}(i/n, \cdot)))^2 \]

hence

\[ \left| \lambda(i, n, \cdot) - \int_{0}^{1} \lambda(i, n, s) ds - \left( \frac{h}{h_0} - 1 \right) (i(n, P_0^{-1}(i/n, \cdot)))^2 \right|_{\theta} \]
\[ \leq \left| \lambda(i, n, \cdot) - \left( \frac{h}{h_0} - 1 \right) (i(n, P_0^{-1}(i/n, \cdot)))^2 \right|_{\theta} + \left\| \int_{0}^{1} \lambda(i, n, s) ds \right\|_{\theta} \]

\[ A^2 = \int_{0}^{1} \left( \lambda(i, n, \cdot) - \left( \frac{h}{h_0} - 1 \right) (i(n, P_0^{-1}(i/n, \cdot)))^2 \right)^2 dt \]
\[ = \int_{0}^{1} \left( \frac{1}{2} \left( \frac{h}{h_0} - 1 \right) (i(n, P_0^{-1}(i/n, \cdot)))^2 \right)^2 dt \]

(where \( \theta \in [0, 1] \) for all \( t \in [0, 1] \))

\[ \leq \frac{1}{4} \int_{0}^{1} \left( \frac{h}{h_0} - 1 \right)^4 (i(n, P_0^{-1}(i/n, \cdot)))^2 dt \]

(since \( h_0 \geq \epsilon \) for all \( h_0 \in \Theta \)). For proving \( B \leq \mathcal{K}_{\theta}^2 \) we set \( \psi(t) := \mathbb{E} [\lambda(i, n, P_0^{-1}(i/n, \cdot))] \).

We get \( \lambda(i, n, \cdot) = \log(\psi(t)) \) and \( \int_{0}^{1} \psi''(t) dt = 1 \). Since due to inequality (4.7) there exists a constant \( K_0 > 0 \), such that \( |\psi(t) - 1| \leq K_{\theta}/\theta \) holds, we get from the Taylor expansion (for \( \theta \in [0, 1] \))

\[ \log(\psi(t)) = \psi(t) - 1 - \frac{1}{2} \theta(\psi(t) - 1)^2. \]
Thus
\[ \left| \int_0^1 \log(\varphi(t))dt \right| = \left| \int_0^1 (\varphi(t) - 1)dt - \frac{1}{2} \int_0^1 (\theta(\varphi(t) - 1))^2 dt \right| \leq K|\gamma|^2. \]

Now, the proof of (4.8) is easy:
\[ \Delta(\mathcal{E}_{1,s}(h_0), E_{(s,s)}^{B}(h_0)) \leq 4n \left(1 - \exp \left(-\frac{K|\gamma|^2}{8}\right)\right) \leq K(n|\gamma|^4) = K_1(\log n)^{-20} \to 0 \]
(by the Taylor expansion of exp(s) and for n → ∞).

Proof of Relation (4.9): Again, according to Facts 2.3, 2.5 and Lemma 2.7 we have to show that
\[ \lambda(i/n, \cdot) - 2\left(\frac{h}{h_0}\right)^{1/2} \left(\frac{i}{n} \right) P_{\theta, l}^{-1}(i/n, \cdot) \right)^2 \leq K|\gamma|^4 \]  
(4.12)
holds.

Again, we use the Taylor expansion of the logarithm and get
\[
\lambda_{h,s,i}(i/n, \cdot) = 2 \log \left(\frac{h}{h_0}\right)^{1/2} \left(\frac{i}{n} \right) P_{\theta, l}^{-1}(i/n, \cdot) = 2 \left(\frac{h}{h_0}\right)^{1/2} \left(\frac{i}{n} \right) P_{\theta, l}^{-1}(i/n, \cdot) - \varphi \left(\frac{h}{h_0}\right) \left(\frac{i}{n} \right) P_{\theta, l}^{-1}(i/n, \cdot) \right)^2 \]
for some $\varphi \in [0, 1]$. Because of $h, h_0 \geq \epsilon$ we have $\left(\frac{h}{h_0}\right)^{1/2} - 1 \leq \frac{1}{2\epsilon} |\frac{h}{h_0} - 1|$ and thus
\[
\left(\lambda(i/n, \cdot) - 2\left(\frac{h}{h_0}\right)^{1/2} \left(\frac{i}{n} \right) P_{\theta, l}^{-1}(i/n, \cdot) \right)^2 \leq \left(\frac{h}{h_0} - 1\right)^2 \left(\frac{i}{n} \right) P_{\theta, l}^{-1}(i/n, \cdot)^2 \leq K|\gamma|^4 \]
which proves (4.9).

Proof of Relation (4.10): Recall that
\[ E_{s,i}(h_0) : \quad dy(s, t) = \log \left(\frac{s}{P_{\theta, l}^{-1}(s, t)}\right)dt + s^{-1/2}dW(s, t) \]
where \( (s, t) \in [0, 1]^2 \) and \( h \in \Sigma_n(h_0) \). We proceed as before, i.e., let

\[
E^{a,a}_{n,h} : \quad dy(s, t) = \left( h \frac{1}{h_0} \right)^{1/2} \left( h \frac{1}{h_0} \right) - 1 \left\{ h P_h^{-1} \right\}(s, t) dW(s, t).
\]

According to Fact 2.6, in order to prove

\[
\sup_{h \in L^\infty} \lim_{n \to \infty} \Delta(E_{n,h} \theta_0, E^{a,a}_{n,h}(\theta_0)) = 0,
\]

it suffices to show that

\[
n \log \left( \frac{h}{h_0} \right) + \left( h \right)^{1/2} \left( h \right) - 1 \left\{ h P_h^{-1} \right\}(s, t) \to 0
\]

holds uniformly over \( h_0 \in \Sigma \) and for \( n \to \infty \). The proof is exactly the same as the one for Inequality (4.12).

For the experiment

\[
\tilde{F}_n(h_0) : \quad dy(s, t) = \left( h \right)^{1/2} \left( P_h^{-1} \right)(s, t) dW(s, t)
\]

we obviously have \( \Delta(F_n(h_0), \tilde{F}_n(h_0)) = 0 \).

As

\[
W(n, t) := \int_0^t \int_0^{h_0} h_0^{-1/2}(s, v) dW(s, v)
\]

is again a Brownian sheet, the likelihood processes of \( E^{a,a}_{n,h}(\theta_0) \) and \( \tilde{F}(h, h_0) \) have the same distribution which proves (4.10).

\[\square\]

**Proof of Iteration (4.11):** It remains to show that \( E_{n,h}(\theta_0) \) and \( F_n(h_0) \) are asymptotically equivalent uniformly over \( h_0 \in \Sigma \). This result holds even globally and thus we omit the localizing notation \( h_0 \) for all experiments. The idea is to discretize experiment \( E_{n,h}(\theta_0) \) and it was first applied by Brown and Low (cp. [1]):

Consider another experiment

\[
F_n : \quad dy(s, t) = h^{1/2}(s, t) dW(s, t)
\]

where

\[
h_n(s, t) := h(\hat{n}, t) \quad \text{for} \quad s \in [0, 1/n].
\]

Then we have \( \lim_{n \to \infty} \Delta(F_n, \tilde{F}_n) = 0 \) as can be shown by computing the \( L^2 \) distance of \( h \) and \( h_n \). As

\[
\mathcal{T}(\theta) := \{ n y(1/n, t) - y(0, t) \}_{t=0}^{1}, \ldots, n y(n/n, t) - y(n - 1/n, t) \}_{t=0}^{1}
\]

is a sufficient statistic and as

\[
\mathcal{F}_n = E_{3, n} : \quad dy(s, t) = h^{1/2}(s, t) dW(s, t)
\]

we have shown (4.11).

\[\square\]

Now the proof of Theorem 2.10 is finished.
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